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Introduction 
At this point in the beginning of the 21st Century there are already numerous reliable, in-

expensive and widely-used commercial CFD codes. Fluent, STAR-CD and Flow3D are repre-
sentative examples.  In light of this, one might question the need for developing yet another in-
compressible flow code. But it is important to recognize that in many of the most successful 
commercial codes the underlying Navier--Stokes (N.-S.) solution procedures and the numerical 
analysis used to implement them are quite old, and we contend, in some cases outdated.  In par-
ticular, most (but not all) commercial CFD software is based on one form or another of the SIM-
PLE algorithm (Patankar [1]). These basic approaches are not efficient for time-dependent simu-
lations that are becoming increasingly more widely performed as computing power continues to 
improve. Furthermore, although most CFD code vendors now claim the ability of their product 
to employ large-eddy simulation (LES) for turbulence calculations, one essentially always finds 
that the manner in which LES has been implemented is far from what would be considered a 
true, theoretical LES, and in fact is what is sometimes termed “very large eddy simulation” 
(VLES), or essentially equivalently, unsteady Reynolds-averaged Navier--Stokes (URANS) 
modeling.  Finally, and in many respects the most important point with regard to the present pa-
per, is the fact that parallelization of these commercial codes has in almost all cases been done 
long after the codes were originally constructed; i.e., they were not designed to be parallelized at 
the time they were initially coded. 

We contend that despite the clear success of many commercial CFD codes, the shortcom-
ings noted above are of such significance to warrant development of a new code-maybe even a 
new generation of codes-at least for research purposes, but probably even for commercial appli-
cations in the longer term. The work to be reported here has been underway for much of the past 
decade, and various portions of it have previously been reported (several times in Parallel CFD 
Proceedings volumes). But it has only been in the past year that this work has reached the matur-
ity needed for complete implementation of a new code.  In the remainder of this abstract (and in 
the full-length paper) we will briefly recall the basic system of equations that must be solved, the 
numerical algorithms used to accomplish this, and parallelization results for several different 
cases. 

 
Governing equations and implementation 

The equations being treated are the incompressible N.-S. equations (along with any other 
appropriate transport equations, not specifically considered herein): 
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with the divergence-free constraint 
0U∇ =i . (1b) 
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Here, U≈(u,v,w)T is the velocity vector; P is pressure divided by constant density; FB is a 
similarly-scaled body force vector, and ν is kinematic viscosity. The differential operators, all of 
which can be assumed to be expressed in generalized coordinates are: the substantial derivative, 
D/Dt, the gradient and divergence, ∇  and ∇i , respectively, and the Laplacian, ∆. 

Equations (1), together with appropriate initial and boundary conditions needed to consti-
tute a well-posed problem, are solved on bounded domains Ω in terms of staggered, structured-
grid formulations consisting of Gresho's projection 1 method [2] and standard numerical analytic 
techniques including trapezoidal integration in time, centered differencing in space, treatment of 
nonlinearities via the Newton--Kantorovich procedure and use of simple linear filters to treat 
cell-Re and aliasing problems (see Yang and McDonough [3]), the last two of which are not gen-
erally available-nor is use of projection-in current commercial codes. 

Finally, the turbulence model is an updated version of the Hylin and McDonough ap-
proach [4] summarized by Sagaut [5], providing a high-fidelity form of LES that does not re-
quire wall models, and yet maintains efficiency (even with no parallelization) comparable to that 
of k-ε models. 

But the most important aspect of this new code is that it was designed (long before cod-
ing began) to be parallelized, and even the earliest version of the code (McDonough and Dong 
[6]) was implemented and tested in parallel mode.  In the present paper we present the paralleli-
zation strategies employed and provide data on speedups attained to date. 

As discussed in [6], the basic strategy for parallelizing this particular code has been to 
employ a re-interpretation of Douglas and Gunn [7] time splitting to permit 2-D planar solves 
within a 3-D domain.  These are executed in parallel, but in addition, within each such planar 
solve further parallelization is possible.  This immediately provides an automatic two levels of 
parallelization.  Beyond this is the fact that the large-eddy simulation-like turbulence model is 
implemented in such a way that the large and small scales of the solution can be computed si-
multaneously during each time step, thus providing yet a third level of parallelization.  This last 
level has not yet been implemented (although the turbulence model, itself, has been, and we ex-
pect to have completed this in time to report results at the conference. 

Figure 1 displays a rather complicated schematic of the parallelization strategy associated 
with the first two levels of parallelization described above, and in particular indicates the quite 
complex array operations that must be performed in order to efficiently implement MPI for the 
present code. Details of this figure will be presented at the conference. 

 
Preliminary results 

Figure 2 presents the speedups obtained up to this point on a 224-processor HP Super-
Dome SMP.  Additional parallel data from a 64-processor PC cluster will be provided at the con-
ference. 

The data displayed in this figure correspond to four different tests of parallelization.  On 
each of the 323 and 643 grids employed, we submitted jobs in both dedicated and non-dedicated 
modes.  Overall, one observes very little difference in performance from one case to the next ex-
cept in the comparison of dedicated and non-dedicated processing for the 643 grid using 32 proc-
essors; in this case, dedicated processing is far superior.  Furthermore, we should note that al-
though performance is far from the perfect linear speedup, it nevertheless continues to improve 
signifcantly through 32 processors in the dedicated mode of operation. 

Further results and discussions will be provided at the conference and in the complete 
paper. 
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Fig. 1. 

 
Fig. 2. 
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