
 193

Parallel Computing in Grid Environment 
 

Erdal Yilmaz*, Akin Ecer, Stanley Chien, and Resat U. Payli 
 

Indiana University Purdue University Indianapolis 
Purdue School of Engineering and Technology 

723 West Michigan Street, Indianapolis, IN 46202-4160 
 
 

Key words: Grid environment, dynamic load balancing, parallel computing. 
 
The trend in establishing powerful parallel computer environments has been shifting 

towards more integration of resources from different institutions and enterprises. Increased 
bandwidth of communication, availability of efficient distributed computing software tools for 
dynamic resource allocations, high confidence level of security of the system, and overall cost 
reduction in high computational capacity needs are the main motivations for the resource 
integration. This has led to the development of the Grid technologies [1] and environment which 
have been widely accepted for scientific and technical computing. The Grid environment allows 
using and sharing of computers geographically distributed and operated by distinct organizations 
having different policies in a coordinated manner, while avoiding centralized control. 

In this study, the computational results will be presented to demonstrate the performance 
of the Grid environment that has been created between different university campuses and 
institutions. Tools developed in house for parallelization of codes and management of dynamic 
loads will be used as part of the Grid environment, [2, 3]. The main objective of the tools are to 
support running jobs in different operating systems, such as Linux and Unix flavors, provide 
dynamic allocation of loads, allows distributed load scheduling, fault tolerance in case of failures 
of any component, and enhanced security by using Globus [1]. Some results of the computer 
load measurements in a Grid environment formed between different campuses are presented in 
the following picture. 
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